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#### Abstract

A method is presented for solving the Bloch equation for Morse potential, based on the application of Fourier transformation of the density matrix. The results obtained agree completely with the results obtained by other methods, however its advantage lies in its elegance and intuitivity of the approach. © 2000 Elsevier Science Ltd. All rights reserved.
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## 1. Introduction

In order to obtain more correct estimate of the interaction potential in the case of diatomic molecule vibrations, several models of the internuclear potential were established during the decades [1-3]. Among many models for the potential function, a particular role is given to the potential proposed by Morse [4]:
$V(r)=D\left[1-\exp \left(-\alpha\left(r-r_{\mathrm{e}}\right)\right)\right]^{2}$,
where $r$ represents the internuclear coordinate, $r_{\mathrm{e}}$ is the equilibrium position of the system of two nuclei in the diatomic molecule, $\alpha$ is Morse constant of the anharmonicity, and $D$ is the dissociation energy of the diatomic molecule.

The arguments for such a statement are the following: (a) Morse potential allows for an analytical solution of the Schrödinger equation and is characterized by a finite number of bound states; (b) theoretical spectroscopic results obtained using Morse potential in the case of vibrational motion of diatomic [2] (as well as poliatomic) molecules, and also in the case of molecular collisions agree well with experimental data.

All this makes this potential a subject of numerous practical applications and related results are rather often quoted. We think that these are strong enough reasons to deal in more detail with another method for solving Bloch equation for Morse potential. The result obtained is in no way a new

[^0]one, it has been known for a long time, however, we consider that each new approach to solving some problem can help clarifying some aspects, or even raising some new questions. From this point of view, the method proposed definitely broadens the scope of the application of the very model.

## 2. Bloch equation

Generally speaking, when one considers a quantum physical system characterized by a certain potential $V(r)$, the first problem is to solve the corresponding Schrödinger equation for the stationary states:
$\left[-\frac{\hbar^{2}}{2 m} \nabla_{\vec{r}}^{2}+V(r)\right] \Psi_{n}(\vec{r})=E_{n} \Psi_{n}(\vec{r})$,
where $\Psi_{n}(\vec{r})$ denotes eigenfunctions, and $E_{n}$-energy eigenvalues of the system, while $n$ denotes the set of all quantum numbers determining a particular state of the system.

The system which can be completely characterized by the eigenfunction $\Psi_{n}(\vec{r})$, i.e. when the information about the system is complete, is entitled as the pure system, and the corresponding states are pure quantum states. This implies that these states are of ideal character, since it is very difficult to obtain the complete information about any quantum system in practice.

In the case of realistic quantum systems it is generally impossible to obtain the complete information, so such systems are entitled mixed systems, and corresponding states are no more pure ones, but mixed quantum states. Mixed
systems are not characterized by a eigenfunction, but by a density matrix.
If we consider a system characterized by the quantum canonical distribution, in the coordinate representation, $\vec{r}$, the density matrix $\rho\left(\vec{r}, \vec{r}^{\prime} ; \beta\right)$ is expressed in the following way:

$$
\begin{align*}
\rho\left(\vec{r}, \vec{r}^{\prime} ; \beta\right) & =\frac{1}{Z(\beta)} \sum_{n} \mathrm{e}^{-\beta E_{n}} \Psi_{n}(\vec{r}) \Psi_{n}^{*}(\vec{r}) \\
& \equiv \frac{1}{Z(\beta)} \sum_{n} \mathrm{e}^{-\beta E_{n}} \rho_{n}\left(\vec{r}, \vec{r}^{\prime}\right) \tag{3}
\end{align*}
$$

The importance of the density matrix lies mostly in the fact that its trace, (or Spur) is so called partition function or sum (integral) of the states (depending on the character of the energy spectrum: discrete or continuous):
$Z(\beta)=\int \rho(\vec{r}, \vec{r} ; \beta) \mathrm{d} \vec{r}$.
One can express all thermodynamical quantities characterizing particular quantum statistical system in terms of the partition function [5].

An alternative approach for the calculation of the density matrix is to solve the Bloch equation [6]:
$-\frac{\partial}{\partial \beta} \rho\left(\vec{r}, \vec{r}^{\prime} ; \beta\right)=H(\vec{r}) \rho\left(\vec{r}, \vec{r}^{\prime} ; \beta\right)$,
with the initial condition:
$\lim _{\beta \rightarrow 0} \rho\left(\vec{r}, \vec{r}^{\prime} ; \beta\right)=\delta\left(\vec{r}-\vec{r}^{\prime}\right)$.
In our opinion, this is more elegant way, since in this case one generally avoids direct solving of Schrödinger equation, i.e. this method does not assume the knowledge of energy eigenvalues. However, Bloch equation is a partial differential equation, whose solving in the majority of cases represents a complex mathematical problem, and makes the problem more challenging.

In the case of the harmonic oscillator potential, the Bloch equation was solved by Feynman [5]. Applying this method, this equation was solved for somewhat more complicated case of the rotational harmonic oscillator [7].

The problems becomes complicated when the potentials of anharmonic character are taken into account, since, in most of the cases, the partial differential equation can not be solved exactly analytically.

## 3. The statement of the problem

We are interested in solving the Bloch equation for the case of one-dimensional Morse potential:

$$
\begin{equation*}
-\frac{\partial}{\partial \beta} \rho\left(x, x^{\prime} ; \beta\right)=\left[-\frac{\hbar^{2}}{2 m} \frac{\partial^{2}}{\partial x^{2}}+D\left(1-\mathrm{e}^{-\alpha x}\right)^{2}\right] \rho\left(x, x^{\prime} ; \beta\right) \tag{7}
\end{equation*}
$$

with the initial condition:
$\lim _{\beta \rightarrow 0} \rho\left(x, x^{\prime} ; \beta\right)=\delta\left(x-x^{\prime}\right)$.
We assume that it is worth looking for a compact analytical solution (i.e. in terms of some special analytical functions), of Bloch equation for Morse potential, since this would open the door to new, anharmonic (Morse) spectroscopy $(\equiv[M S])$, which would include as the limiting case (for $x$ small) the present harmonic spectroscopy ( $\equiv[H S]$ ):

$$
\begin{equation*}
\lim _{x \rightarrow 0 ;(x \ll)}[M S]=[H S] \tag{9}
\end{equation*}
$$

having in mind the limit for the potentials:
$\lim _{x \rightarrow 0 ;(x \ll)} V_{\text {Morse }}=V_{\text {harmonic }}$.
In this way, numerous calculations of spectroscopic quantities would be simplified and also their analytical expressions could be derived, which would make easier the estimate of various physical parameters entering these analytical expressions.

In the paper [7] the case with present rotation was discussed (quantum rotational number $J \neq 0$ ) for Morse oscillator, in the manner in which it was done in the work of Pauling and Wilson [8] for the rotationless case. The following expression was obtained for the diagonal elements of the density matrix:

$$
\begin{align*}
& \rho_{v J}(z)=\frac{\alpha \Gamma\left(\frac{c}{d}-v\right)}{v!\Gamma\left(\frac{c}{d}-2 v-1\right) \Gamma\left(\frac{c}{d}-2 v\right)} \mathrm{e}^{-z^{(c / d)-2 v-1}} \\
& \times\left[F\left(-v, \frac{c}{d}-2 v ; z\right)\right]^{2} \tag{11}
\end{align*}
$$

The standard notation used here is:
$\frac{c}{d}=\frac{2 y_{\mathrm{e}}}{\alpha \sqrt{D}} \frac{D-\frac{\sigma}{\alpha r_{\mathrm{e}}}\left(2-\frac{3}{\alpha r_{\mathrm{e}}}\right) J(J+1)}{\left[D+\frac{\sigma}{\alpha r_{\mathrm{e}}}\left(-1+\frac{3}{\alpha r_{\mathrm{e}}}\right) J(J+1)\right]^{1 / 2}}$,
$z=2 \frac{\sqrt{2 m}}{\alpha \hbar}\left[D+\sigma J(J+1)\left(-\frac{1}{\alpha r_{\mathrm{e}}}+\frac{3}{\alpha^{2} r_{\mathrm{e}}^{2}}\right)\right]^{1 / 2} \mathrm{e}^{-\alpha\left(r-r_{\mathrm{e}}\right)}$,
$y_{\mathrm{e}}=\frac{\sqrt{2 m D}}{\hbar}, \quad \sigma=\frac{\hbar^{2}}{2 m r_{\mathrm{e}}^{2}}$.
From here on, $v$ represents quantum vibrational number, $\Gamma(t)$-Euler function of II order, and $F(-v, \gamma ; z)$-degenerated hypergeometrical function.

By solving the Schrödinger equation for Morse potential
[8], energy eigenvalues were obtained:

$$
\begin{align*}
E_{\nu J}= & D+\sigma J(J+1)\left(1-\frac{3}{\alpha r_{\mathrm{e}}}+\frac{3}{\alpha^{2} r_{\mathrm{e}}^{2}}\right) \\
& -\left(\frac{\alpha \hbar}{2 \sqrt{2 m}}\right)^{2}\left(\frac{c}{d}-2 v-1\right)^{2}, \tag{15}
\end{align*}
$$

as well as eigenfunctions:

$$
\begin{align*}
& \Psi_{v J}(z)=\left[\frac{\alpha \Gamma\left(\frac{c}{d}-v\right)}{v!\Gamma\left(\frac{c}{d}-2 v-1\right) \Gamma\left(\frac{c}{d}-2 v\right)}\right]^{1 / 2} \\
& \times \mathrm{e}^{(-1 / 2) z} z^{((1 / 2)((c / d)-2 v-1))} F\left(-v, \frac{c}{d}-2 v ; z\right) \tag{16}
\end{align*}
$$

So, on the basis of the Eqs. (3), (15) and (16) there exist some vague indications how the function $\rho\left(x, x^{\prime} ; \beta\right)$ should look like.

## 4. Solving method

We shall try to apply the method of Fourier transformation, so we first introduce dimensionless quantities:
$y=\frac{\sqrt{2 m D}}{\hbar} x ; f=\beta D ; \lambda=-\mathrm{i} \frac{\alpha \hbar}{\sqrt{2 m D}} \equiv-\mathrm{i} \gamma$,
and then introduce Fourier transformation for the function $\rho\left(y, y^{\prime} ; f\right)$ :
$F\left(k, k^{\prime} ; f\right) \equiv \frac{1}{2 \pi} \int_{-\infty}^{+\infty} \mathrm{e}^{-\mathrm{i}\left(k y-k^{\prime} y^{\prime}\right)} \rho\left(y, y^{\prime} ; f\right) \mathrm{d} y \mathrm{~d} y^{\prime}$.
In this way we obtain the following differential-difference equation related to the Bloch partial differential equation (7):

$$
\begin{align*}
- & \frac{\partial}{\partial f} F\left(k, k^{\prime} ; f\right)=\left(k^{2}+1\right) F\left(k, k^{\prime} ; f\right)-2 F\left(k+\lambda, k^{\prime} ; f\right) \\
& +F\left(k+2 \lambda, k^{\prime} ; f\right) \tag{19}
\end{align*}
$$

which we try to solve by the method of separation of variables. For this purpose we treat the function $F\left(k, k^{\prime} ; f\right)$ in the form of an infinite sum of the products of two functions with different variables:
$F\left(k, k^{\prime} ; f\right)=\sum_{v} A_{v}(k) B_{v}\left(k^{\prime} ; f\right)$,
where $v=0,1,2, \ldots$ After substituting Eq. (20) into Eq. (19), we have:

$$
\begin{align*}
& -A_{v}(k) \frac{\partial B_{v}\left(k^{\prime} ; f\right)}{\partial f} \\
& \quad=B_{v}\left(k^{\prime} ; f\right)\left[k^{2} A_{v}(k)+A_{v}(k)+A_{v}(k+2 \lambda)-2 A_{v}(k+\lambda)\right] \tag{21}
\end{align*}
$$

After the separation of variables, we arrive to two separate equations:

$$
\begin{gather*}
\frac{A_{v}(k+2 \lambda)-2 A_{v}(k+\lambda)}{A_{v} k}+1+k^{2} \\
=-\frac{1}{B_{v}\left(k^{\prime} ; f\right)} \frac{\partial B_{v}\left(k^{\prime} ; f\right)}{\partial f} \equiv p \tag{22}
\end{gather*}
$$

Now we have to solve the equation:
$-\frac{1}{B_{v}\left(k^{\prime} ; f\right)} \frac{\partial B_{v}\left(k^{\prime} ; f\right)}{\partial f}=p ;$
$\frac{\partial B_{v}\left(k^{\prime} ; f\right)}{\partial f}+0 \frac{\partial B_{v}\left(k^{\prime} ; f\right)}{\partial k^{\prime}}=-p B_{v}\left(k^{\prime} ; f\right)$,
meaning that we should have:
$\frac{\mathrm{d} f}{1}=\frac{\mathrm{d} k^{\prime}}{0} ; \quad \frac{\mathrm{d} f}{1}=-\frac{1}{p} \frac{\mathrm{~d} B_{v}\left(k^{\prime} ; f\right)}{B_{v}\left(k^{\prime} ; f\right)} ;$
$\frac{\mathrm{d} B_{v}\left(k^{\prime} ; f\right)}{B_{v}\left(k^{\prime} ; f\right)}=-p \mathrm{~d} f ; \quad B_{v}\left(k^{\prime} ; f\right)=C_{1 ; v} \mathrm{e}^{-p f}$,
leading to:
$\mathrm{d} k^{\prime}=0 ; \quad k^{\prime}=C_{2} ; \quad C_{1 ; v}=\Phi_{v}\left(C_{2}\right)$.
So we obtain:
$B_{v}\left(k^{\prime} ; f\right)=\Phi_{v}\left(k^{\prime}\right) \mathrm{e}^{-p f}$,
where, at the moment, $\Phi$ is an arbitrary function. It will be determined later when we discuss the problem of the symmetry of the function $F\left(k ; k^{\prime} ; f\right)$ with respect to variables $k$ and $k^{\prime}$, i.e. the symmetry of the density matrix (which in this case is a real function), with respect to variables $x$ and $x^{\prime}$.

In order to solve the equation with the variable $k$ :
$A_{v}(k+2 \lambda)-2 A_{v}(k+\lambda)+k^{2} A_{v}(k)=p A_{v}(k)$
we multiply it by $\mathrm{e}^{\mathrm{i} k y}$ and integrate the result over $k$ from $-\infty$ to $+\infty$ :

$$
\begin{align*}
& \int_{-\infty}^{+\infty} \mathrm{d} k \mathrm{e}^{\mathrm{i} k y} A_{v}(k+2 \lambda)-2 \int_{-\infty}^{+\infty} \mathrm{d} k \mathrm{e}^{\mathrm{i} k y} A_{v}(k+\lambda) \\
& \quad+\int_{-\infty}^{+\infty} \mathrm{d} k \mathrm{e}^{\mathrm{i} k y} A_{v}(k)+\int_{-\infty}^{+\infty} \mathrm{d} k \mathrm{e}^{\mathrm{i} k y} k^{2} A_{v}(k) \\
& \quad=p \int_{-\infty}^{+\infty} \mathrm{d} k \mathrm{e}^{\mathrm{i} k y} A_{v}(k) \tag{28}
\end{align*}
$$

We introduce a new function:
$\int_{-\infty}^{+\infty} \mathrm{d} k \mathrm{e}^{\mathrm{i} k y} A_{v}(k)=a_{v}(x)$
and derive it twice:
$\int_{-\infty}^{+\infty} \mathrm{d} k \mathrm{e}^{\mathrm{i} k y} k^{2} A_{v}(k)=-\frac{\mathrm{d}^{2} a_{v}(y)}{\mathrm{d} y^{2}}$.
After the substitution $k+\tau=q, \mathrm{~d} k=\mathrm{d} q, k=q-\tau$, we
obtain:

$$
\begin{align*}
& \int_{-\infty}^{+\infty} \mathrm{d} k \mathrm{e}^{\mathrm{i} k y} A_{v}(k+\tau)=\int_{-\infty}^{+\infty} \mathrm{d} q \mathrm{e}^{\mathrm{i} q y} e^{-\mathrm{i} \tau x} A_{v}(q) \\
& \quad=\mathrm{e}^{-\mathrm{i} \tau x} \int_{-\infty}^{+\infty} \mathrm{d} q \mathrm{e}^{\mathrm{i} q y} A_{v}(q)=\mathrm{e}^{-\mathrm{i} \tau y} a_{v}(y) \tag{31}
\end{align*}
$$

The above equations lead to a new one:

$$
\begin{equation*}
\frac{\mathrm{d}^{2} a_{v}(y)}{\mathrm{d} y^{2}}-\left(\mathrm{e}^{-2 \mathrm{i} \lambda y}-2 \mathrm{e}^{-\mathrm{i} \lambda y}-p+1\right) a_{v}(y)=0 \tag{32}
\end{equation*}
$$

Taking into account that according to Eq. (17), $\mathrm{i} \lambda=\gamma$, the above equation can be written in the following way:
$-\frac{\mathrm{d}^{2} a_{v}(y)}{\mathrm{d} y^{2}}+\left(1-2 \mathrm{e}^{-\gamma y}+\mathrm{e}^{-2 \gamma y}\right) a_{v}(y)=p a_{v}(y)$.
This equation is, in fact, the Schrödinger equation for the stationary states for Morse potential, if one sets $\hbar^{2} / 2 m=1$ and $D=1$.

So, the solution of this equation for the domain of discrete energy values is [8]:
$a_{v}(y)=C_{v} \mathrm{e}^{-(1 / \gamma) \mathrm{e}^{-\gamma}} \mathrm{e}^{-y \sqrt{1-p}} F\left(-v, 1-\frac{2}{\gamma} \sqrt{1-p} ; \frac{2}{\gamma} \mathrm{e}^{-\gamma y}\right)$,
where $F(\ldots)$ is the degenerated hypergeometric function, and this form of the solution is valid if the following condition is fulfilled:
$\sqrt{1-p}=1-\gamma\left(v+\frac{1}{2}\right)$.
So, the number $v$ has the meaning of the principal quantum number and for the bound states of two nuclei of a diatomic molecule, it can have a limited number of values, corresponding to the maximal number of the bound states $v_{\text {max }}$ :
$v=0,2,3, \ldots v_{\max }=\left[\frac{1}{\gamma}-\frac{1}{2}\right]$,
where the symbol [...] implies an integer number of the quantity within brackets.

Taking into account the condition for the quantity $p$, the solution can be written in another way:

$$
\begin{equation*}
a_{v}(y)=C_{v} \mathrm{e}^{-(1 / \gamma) \mathrm{e}^{-\gamma}} \mathrm{e}^{-[1-\gamma(v+(1 / 2))] y} F\left(-v, \frac{2}{\gamma}-2 v ; \frac{2}{\gamma} \mathrm{e}^{-\gamma y}\right) \tag{37}
\end{equation*}
$$

Following the definition, the function $A_{v}(k)$ is expressed in the following way:

$$
\begin{align*}
& A_{v}(k)=\frac{C_{v}}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \mathrm{d} y \mathrm{e}^{-(1 / \gamma) \mathrm{e}^{-\gamma}} \mathrm{e}^{-[\mathrm{i} k+1-\gamma(v+(1 / 2))] y} \\
& \quad \times F\left(-v, \frac{2}{\gamma}-2 v ; \frac{2}{\gamma} \mathrm{e}^{-\gamma y}\right) \tag{38}
\end{align*}
$$

but the integral will not be calculated for the moment.

In order to assure the above mentioned symmetry we choose:
$\Phi_{v}\left(k^{\prime}\right)=A_{v}\left(k^{\prime}\right)$,
so that the function $F\left(k, k^{\prime} ; f\right)$ will have the following structure:
$F\left(k, k^{\prime} ; f\right)=\sum_{v=0}^{v_{\text {max }}} \mathrm{e}^{-f\left[2 \gamma(v+(1 / 2))-\gamma^{2}(v+(1 / 2))^{2}\right]} A_{v}(k) A_{v}\left(k^{\prime}\right)$.
Substituting the corresponding expressions for these functions, the function $F\left(k, k^{\prime} ; f\right)$ can be written as:

$$
\begin{align*}
& F\left(k, k^{\prime} ; f\right)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \mathrm{d} y \mathrm{~d} y^{\prime} \mathrm{e}^{-\mathrm{i}\left(k y+k^{\prime} y^{\prime}\right)} \\
& \quad \times \sum_{v=0}^{v_{\max }} C_{v}^{2} \mathrm{e}^{-f\left[2 \gamma(v+(1 / 2))-\gamma^{2}(v+(1 / 2))^{2}\right]} \mathrm{e}^{-(1 / \gamma)\left(\mathrm{e}^{-\gamma y}+\mathrm{e}^{-y^{\prime}}\right)} \\
& \quad \times \mathrm{e}^{-[1-\gamma(v+(1 / 2))]\left(y+y^{\prime}\right)} F\left(-v, \frac{2}{\gamma}-2 v ; \frac{2}{\gamma} \mathrm{e}^{-\gamma y}\right) \\
& \quad \times F\left(-v, \frac{2}{\gamma}-2 v ; \frac{2}{\gamma} \mathrm{e}^{-\gamma y^{\prime}}\right) \tag{41}
\end{align*}
$$

Comparing this equation with Eq. (18), the density matrix is obtained as:

$$
\begin{align*}
& \rho\left(y, y^{\prime} ; f\right)=\sum_{v=0}^{v_{\max }} C_{v}^{2} \mathrm{e}^{-f\left[2 \gamma(v+(1 / 2))-\gamma^{2}(v+(1 / 2))^{2}\right]} \mathrm{e}^{-(1 / \gamma)\left(\mathrm{e}^{-\gamma^{\prime}}+\mathrm{e}^{\left.-\gamma^{\prime}\right)}\right)} \\
& \quad \times \mathrm{e}^{-[1-\gamma(v+(1 / 2))]\left(y+y^{\prime}\right)} F\left(-v, \frac{2}{\gamma}-2 v ; \frac{2}{\gamma} \mathrm{e}^{-\gamma y}\right) \\
& \quad \times F\left(-v, \frac{2}{\gamma}-2 v ; \frac{2}{\gamma} \mathrm{e}^{-\gamma y^{\prime}}\right) \tag{42}
\end{align*}
$$

If we return now to the initial variables, $x$ and $\beta$ and substitute the constant $\gamma$ :
$x=\frac{\hbar}{\sqrt{2 m D}} y, \quad \beta=\frac{1}{D} f, \quad \gamma=\frac{\alpha \hbar}{\sqrt{2 m D}}$,
we can write the density matrix in the following way:
$\rho\left(x, x^{\prime} ; \beta\right)=\sum_{v=0}^{v_{\text {max }}} \mathrm{e}^{-\beta E_{v}} \rho_{v}\left(x, x^{\prime}\right)$.
Let us now write down the normalizing integral for the density matrix:

$$
\begin{align*}
& \int_{-\infty}^{+\infty} \rho(x, x ; \beta) \mathrm{d} x \\
& \quad=\sum_{v=0}^{v_{\max }} \mathrm{e}^{-\beta D\left[2(\alpha \hbar / \sqrt{2 m D})(v+(1 / 2))-\left(\alpha^{2} \hbar^{2} / 2 m D\right)(v+(1 / 2))^{2}\right]} \equiv Z(\beta) \tag{45}
\end{align*}
$$

where $Z(\beta)$ is the statistical sum. Now we can derive the normalizing constant $C_{v}$ from the condition:

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \rho_{v}(x, x) \mathrm{d} x=1 \tag{46}
\end{equation*}
$$

This integral can be most easily evaluated if we use the variable $z$ (for the case $J=0$ in Eq. (13), i.e. in the rotationless case):
$z=2 \frac{\sqrt{2 m D}}{\alpha \hbar} \mathrm{e}^{-\alpha x}=\frac{2}{\gamma} \mathrm{e}^{-\alpha x}$,
so we obtain:
$C_{v}^{2} \frac{1}{\alpha}\left(\frac{\gamma}{2}\right)^{((2 / \gamma)-2 v-1)} \int_{0}^{\infty} \mathrm{d} z \mathrm{e}^{-z} z^{((2 / \gamma)-2 v-1)-1}\left[F\left(-v, \frac{2}{\gamma} ; z\right)\right]^{2}=1$.

The integrals of this kind are solved, among others, in the annex of Landau and Lifshitz textbook [9]. We wrote in the paper [6] this result in a more compact form:

$$
\begin{align*}
J_{v} & =\int_{0}^{\infty} \mathrm{d} z \mathrm{e}^{-z} z^{v-1}[F(-v, \delta ; z)]^{2} \\
& =\frac{v!\Gamma(\nu) \Gamma(\delta)}{\Gamma(v+\delta)} \sum_{k=0}^{v} \frac{\binom{v}{k}\binom{\delta-\nu-1}{k}\binom{\delta-\nu-1+k}{k}}{\binom{\delta-1+k}{k}} \tag{49}
\end{align*}
$$

Identifying the exponents:
$\nu=\frac{2}{\gamma}-2 v-1, \quad \delta=\frac{2}{\gamma}-2 v$
we finally find the normalizing constant:
$C_{v}=\left[\frac{\alpha \Gamma\left(\frac{2}{\gamma}-v\right)}{v!\Gamma\left(\frac{2}{\gamma}-2 v-1\right) \Gamma\left(\frac{2}{\gamma}-2 v\right)}\right]^{1 / 2}$.
In this way, the solution of Bloch equation for Morse potential, i.e. the density matrix has the following form:

$$
\begin{align*}
& \rho\left(x, x^{\prime} ; \beta\right)=\sum_{v=0}^{v_{\max }} \mathrm{e}^{-\beta E_{v}} \frac{\alpha \Gamma\left(b_{v}+v+1\right)}{v!\Gamma\left(b_{v}\right) \Gamma\left(b_{v}+1\right)} \\
& \quad \times \mathrm{e}^{-(K / 2)\left(\mathrm{e}^{-\alpha x}+\mathrm{e}^{-\alpha x^{\prime}}\right)}\left(\mathrm{e}^{-\alpha x} \mathrm{e}^{-\alpha x^{\prime}}\right)^{(1 / 2) b_{v}} \\
& \quad \times F\left(-v, b_{v} ; K \mathrm{e}^{-\alpha x}\right) F\left(-v, b_{v} ; K \mathrm{e}^{-\alpha x^{\prime}}\right), \tag{52}
\end{align*}
$$

where we have introduced the new notation for the sake of simplification:
$K=\frac{2}{\gamma}=2 \frac{\sqrt{2 m D}}{\alpha \hbar}, \quad b_{v}=K-2 v-1$.
If we use Laguerre polynomials instead of degenerated hypergeometric function, according to the relation (see for example, Ref. [10]):
$L_{v}^{b v}(z)=\frac{\Gamma\left(b_{v}+v+1\right)}{v!\Gamma\left(b_{v}+1\right)} F\left(-v, b_{v}+1 ; z\right)$,
than the expression for the density matrix can be written in a
more compact way:

$$
\begin{align*}
& \rho\left(x, x^{\prime} ; \beta\right)=\exp \left[-\beta D-\frac{K}{2}\left(\mathrm{e}^{-\alpha x}+\mathrm{e}^{-\alpha x^{\prime}}\right)\right] \\
& \quad \times \sum_{v=0}^{v_{\max }} \frac{\alpha v!b_{v} \exp \left(\beta \frac{D}{K^{2}} b_{v}^{2}\right)}{\Gamma\left(b_{v}+v+1\right)}\left(\mathrm{e}^{-\alpha x} \mathrm{e}^{-\alpha x^{\prime}}\right)^{(1 / 2) b_{v}} \\
& \quad \times L_{v}^{b_{v}}\left(K e^{-\alpha x}\right) L_{v}^{b_{v}}\left(K \mathrm{e}^{-\alpha x^{\prime}}\right) . \tag{55}
\end{align*}
$$

In this way the problem stated is solved.

## 5. Conclusion

There is no doubt that the result obtained is not a new one, it is already known in the literature. What we consider to be new is the method applied, i.e. the method based on the application of Fourier transformation of the density matrix. In this way, on one hand we broaden the scope of the application of the method to quantum statistical physics, and on the other hand we include this method in the line with other methods for the derivation of density matrix of Morse oscillator, together with the "classical" method, based on Eq. (3) [6], method of Feynman path integrals [11], Green's function method [12], or, hybrid method of combining Laplace transform and Green's function [13].

The problem of the direct solution of the Bloch equation for Morse potential still remains open, in the sense of obtaining one closed (compact) analytical function, as in the case of the harmonic oscillator, a function that would satisfy the following limit:
$\lim _{x \rightarrow 0 ; x \ll} \rho_{\text {Morse }}=\rho_{\text {harmonic }}$.
This would open the door to new, anharmonic (Morse) spectroscopy ( $\equiv[M S]$ ), which would include, as the limiting case for small values of the variable $x$, the present, harmonic spectroscopy.

The interest for Morse potential is governed by its applications: the system of coupled Morse oscillators is convenient for the description of molecular vibrations [14]; the description of the potential energy surface-PES and vibrations of the $\mathrm{O}-\mathrm{H}$ bond is also performed in terms of the Morse potential [15] etc.
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